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Abstract

This chapter aims to give an overview of the generators 
Xera, XeraWord, Combinatoria, and CombiContext. The 
reasons that led the Portlex dictionary research team to ex-
plore an approach hitherto unknown to us -the automatic 
generation of semantically annotated linguistic-valuative 
data and its examples- are explained in Section 2. Sec-
tion 3 provides the fundamentals of the generators as a 
whole: aspects such as their typology, information access 
structures, or information levels. A brief synopsis of their 
structure and the perspective of their use can be found in 
section 4.

Resumen

Este capítulo ofrece una visión panorámica de los genera-
dores Xera, XeraWord, Combinatoria y CombiContext. En 
el apartado 2 se explican los motivos que condujeron al 
equipo de investigación del diccionario Portlex a explorar 
una vía de trabajo hasta el momento desconocida para 
nosotros: la generación automática de datos lingüístico-va-
lenciales anotados semánticamente junto con sus ejem-
plos. El apartado 3 sirve de descripción general de los 
fundamentos de los generadores en su conjunto: aspectos 
como su tipología, las estructuras de acceso a la infor-
mación o los niveles informativos. Una breve sinopsis de 
su estructura desde la perspectiva de su uso se encuentra 
en el apartado 4.
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1. INTRODUCCIÓN

Los prototipos de generación automática del lenguaje natural Xera, XeraWord, 

Combinatoria y CombiContext se caracterizan en líneas generales como sigue:

	● Se trata de prototipos de generación automática que cumplen al com-

pleto la finalidad para la que han sido concebidos: servir de experi-

mentos piloto para verificar un nuevo método combinado de análisis.

	● Describen en su conjunto el español, gallego, francés, alemán y 

portugués.

	● Reutilizan datos, técnicas y modelos verificados previamente, así como 

recursos en abierto. Por tanto, siguen principios de retroalimentación 

e interoperabilidad en favor de la sostenibilidad.

	● Describen y generan automáticamente ejemplos de valencia activa 

y pasiva del nombre siguiendo diferentes patrones argumentales. 

Desde un punto de vista tipológico son especialmente novedosos 

frente a otros generadores de la lengua (Domínguez Vázquez, 2022b): 

teniendo en cuenta al usuario, aportan opciones de consulta sintácti-

co-semántica no contempladas en otros recursos de su entorno más 

cercano.

Los prototipos presentados en este volumen se desarrollan al amparo de dife-

rentes proyectos competitivos:

	● MultiGenera. Generación multilingüe de estructuras argumentales 

del sustantivo y automatización de extracción de datos sintáctico- 

semánticos. Fundación BBVA. Ayudas Fundación BBVA a Equipos de 

Investigación Científica - Humanidades Digitales. 2017-2020. http://

portlex.usc.gal/multigenera/

	● MultiComb. Generador multilingüe de estructuras argumentales del 

sustantivo con aplicación en la producción en lenguas extranjeras. 

FI2017-82454-P: Programa Estatal de Fomento de la Investigación Cien-

tífica y Técnica de Excelencia, Generación de Conocimiento. MCIN/ 

http://portlex.usc.gal/multigenera/
http://portlex.usc.gal/multigenera/
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AEI/ FEDER “Una manera de hacer Europa” (EXCELENCIA 2017, 2017-

PN091). 2018-2021. http://portlex.usc.gal/multicomb/

	● Ferramentas TraduWord e XeraWord: tradución de caudal léxico e 

xeración automática da linguaxe natural en galego e portugués. 2020-

PU004. Convocatoria proyectos de colaboración. Universidade de San-

tiago de Compostela. https://ilg.usc.gal/xeraword/

Tal y como recoge la bibliografía, este capítulo compendia resultados de las 

publicaciones más recientes sobre dichos generadores (Domínguez Vázquez, 

2022a, 2022b; Domínguez Vázquez, 2021; Domínguez Vázquez, Bardanca 

Outeiriño & Simões, 2021; Domínguez Vázquez, Solla Portela & Valcárcel 

Riveiro, 2019, por citar algunas). Para cuestiones teóricas y metodológicas 

más detalladas remitimos al lector a estos trabajos y a la página web de los 

proyectos (http://portlex.usc.gal/), así como a los diferentes capítulos de 

este volumen.

2. EN EL PUNTO DE PARTIDA

La idea de diseñar generadores automáticos del lenguaje natural nace al 

abrigo de un proyecto competitivo previo, el diccionario multilingüe cross-

lingual de la valencia del nombre en alemán, español, francés, italiano y 

gallego, Portlex1 (Domínguez Vázquez & Valcárcel Riveiro, 2020)2. Las inves-

tigaciones realizadas en este contexto nos permitieron constatar, por una 

parte, la complejidad de verificar estructuras sintáctico-semánticas valenciales 

en corpus para todas y cada una de las realizaciones de superficie, así como 

para todas las lenguas contempladas en el recurso. A esto se suma, por otra 

parte, la costosa tarea de compilar ejemplos de corpus adecuados a los pro-

pósitos de nuestro diccionario para las cinco lenguas del proyecto.

1 Portlex: Ref.FFI2012-32456. Portal Lexicográfico: Diccionario online modular multilingüe y 
corpus informatizado anotado de la frase nominal. Ministerio de Economía y Competitivi-
dad. 2013-2015.
2 http://portlex.usc.gal/portlex/

http://portlex.usc.gal/multicomb/
https://ilg.usc.gal/xeraword/
http://portlex.usc.gal/
http://portlex.usc.gal/portlex/
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Junto con los desequilibrios observados en cuanto al volumen y represen-

tatividad de los datos extraídos de los diferentes corpus manejados (CREA 

para el español, CORGA para el gallego, DeReKo para el alemán, FRANTEXT 

para el francés y PAISÀ para el italiano)3, comprobamos la inadecuación de 

muchos ejemplos debido a factores como su sobresaturación informativa 

(resultando difícil mostrar aquello para lo que estaba concebido el dicciona-

rio), el papel de los pronombres o las anáforas en los mismos, y, en definitiva, 

la necesidad de encontrar ejemplos con un vocabulario representativo para 

todas y cada una de las combinaciones posibles en las cinco lenguas (Valcár-

cel Riveiro & Pino Serrano, 2023).

Asimismo, el tipo de diccionario –un diccionario de valencias– requiere un 

análisis y descripción de la valencia no sólo sintáctica, sino también semántica 

(roles semánticos y rasgos ontológicos). De este modo, han de contemplarse 

fenómenos relacionados con la obligatoriedad o facultatividad de los argu-

mentos del esquema valencial y su relación con la acepción de significado 

actualizada en los diferentes casos. En esta línea, la aplicación de filtros comu-

nes de extracción de datos de corpus, tales como criterios de frecuencia o 

co-ocurrencias, permiten obtener lógicamente datos cuantitativos, pero estos 

no son necesariamente determinantes para un diccionario de estas caracte-

rísticas: la frecuencia de un elemento no se encuentra en necesaria correla-

ción con su función de complemento específico, cuya descripción es el fin 

último de todo diccionario de valencias. Por tanto, el hecho de no contar con 

3 CREA = Corpus de referencia del español actual. Real Academia Española. http://corpus.
rae.es/creanet.html
CORGA = Corpus de referencia do galego actual. Centro Ramón Piñeiro para a Investigación 
en Humanidades. http://corpus.cirp.es/corga
DeReKo = Das Deutsche Referenzkorpus. Institut für Deutsche Sprache. http://www1.
ids-mannheim.de/kl/projekte/korpora
FRANTEXT = Base textuelle FRANTEXT. ATILF - CNRS & Université de Lorraine. http://www.
frantext.fr
PAISÀ = Piattaforma per l’Apprendimento dell’Italiano Su corpora Annotati. Università di 
Bologna/CNR Pisa/Accademia Europea di Bolzano/Università di Trento. http://www.corpu-
sitaliano.it/

http://corpus.rae.es/creanet.html
http://corpus.rae.es/creanet.html
http://corpus.cirp.es/corga
http://www1.ids-mannheim.de/kl/projekte/korpora
http://www1.ids-mannheim.de/kl/projekte/korpora
http://www.frantext.fr
http://www.frantext.fr
http://www.corpusitaliano.it/
http://www.corpusitaliano.it/
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corpus anotados semánticamente para las lenguas objeto de análisis dificulta 

y aumenta exponencialmente el trabajo manual de extracción, compilación y 

depurado de los datos, así como la obtención de ejemplos representativos. Así, 

por ejemplo, en el motor Sketch Engine (español) para una búsqueda CQL

[[tag="D.*"][lemma="discusión"][word="de|del"][tag="DA.*|DD.*|DI.*|DP*"]
[tag="N.C.*"]]

aparece en el top 20, por ejemplo, la discusión de esta mañana. Ninguna de las 

pruebas que se suelen aplicar (reconversión a oración, test de la anáfora, test 

de la pregunta; vid. Domínguez, 2011) permite categorizar esta frase preposi-

cional como posible argumento del sustantivo DISCUSIÓN. Por el contrario, la 

discusión de los docentes sí que permite su clasificación como tal: los docentes 

discuten, en donde la frase nominal se reconvierte en complemento sujeto de 

la oración. Por tanto, el manejo de corpus no evita un elevado trabajo manual 

para documentar ejemplos de patrones argumentales, complejidad que se acre-

cienta a medida que dichos patrones argumentales se vuelven más complejos.

Desde la perspectiva del usuario aprendiente de lenguas la situación no 

es mucho más satisfactoria. Cuando comenzamos con la elaboración del 

diccionario Portlex, observamos también la escasa o nula posibilidad de 

consultar datos aplicando criterios sintáctico-semánticos para las lenguas 

que describe el recurso. Así, por ejemplo, gramáticas, libros de textos y 

diccionarios no permiten al usuario plantear una consulta individualizada: 

no solo el número de ejemplos aportados, sino las opciones de filtrado son 

restringidas. La limitación de espacio, que parece haber sido superada con 

los recursos en línea, tampoco revierte esta situación: si bien los diccionarios 

y portales lexicográficos aportan más ejemplos que los recursos impresos 

–muchos sistemas lexicográficos y plataformas ofrecen más ejemplos tanto 

dentro de su propia estructura como mediante hipervinculación a recursos 

externos al de acceso primario de consulta–, estos no dejan de ser en su 

mayoría nuevamente ejemplos de corpus sin opciones de filtrado semán-

tico. En resumen, el usuario no puede seleccionar ejemplos o estructuras 
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específicas según filtros sintáctico-semánticos concretos atendiendo a sus 

necesidades de consulta.

Todos estos factores nos condujeron a la idea de generar automáticamente 

patrones argumentales sintáctico-semánticos y ejemplos dinámicos, en lugar 

de extraerlos de diferentes corpus. Este es el origen de los proyectos Multi-

Genera, MultiComb y XeraWord (vid. 1). Al amparo de dichos proyectos se 

diseñan diferentes herramientas para el análisis lingüístico y automatización 

de procedimientos (vid. Bardanca Outeiriño y Domínguez Vázquez en este 

volumen), pero, en especial, se desarrollan los generadores Xera, Combina-

toria y CombiContext para el español, francés y alemán, y XeraWord para el 

gallego y portugués.

3. TEORÍA VALENCIAL

Un estudio detenido de la literatura científica permite constatar no solo dife-

rentes aproximaciones al sustantivo y a su capacidad para ser portador valen-

cial, sino que además evidencia las notables diferencias terminológicas y la 

asimetría en los inventarios de complementos del nombre y sus realizaciones 

formales. En el primer caso contamos con aproximaciones que entienden que 

el sustantivo no puede abrir casillas valenciales (Ágel, 2000) hasta aquellas 

que consideran la valencia nominal como un sistema sui generis (Teubert, 

1979; Kubczak & Schumacher, 1998). A su vez, también es conocido que la 

escasa atención dedicada al sustantivo se debe, entre otras, a los postulados 

sobre la herencia de su potencial combinatorio a partir de sus bases deriva-

tivas, si bien sustantivo y palabra base pueden diferir cuantitativa y cualitati-

vamente desde un punto de vista valencial (Díaz Hormigo, 2002; Domínguez 

Vázquez, 2011)4.

Siguiendo el modelo de Engel (2004), Domínguez Vázquez (2011) propone 

un modelo contrastivo para la valencia del nombre, que recurre al concepto 

4 No me detendré más en estos aspectos, véase para una descripción detallada Domínguez 
Vázquez (2011).
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de escenario y escenas como tertium comparationis inter- e intralingüístico. 

Según esta aproximación, el número y tipo de roles centrales, así como el 

rol focalizado son conceptos clave para poder adjudicar un sustantivo a una 

escena concreta, y, en su nivel jerárquico superior, a un escenario. Esto se 

ejemplifica sencillamente con sustantivos como HUIDA frente a otros como 

ESTANCIA. El primero cuenta con un argumento focalizado, expresado explí-

citamente o no, que expresa movimiento en su esquema argumental, el cual 

no está presente en el segundo de los sustantivos citados. La Figura 1 pre-

senta la relación entre escenas y subescenas en el escenario MOVIMIENTO 

y, por tanto, ejemplifica la delimitación de HUIDA frente a otros sustantivos 

de su mismo escenario.

Figura 1: Escenario MOVIMIENTO con escenas y subescenas



rilex. volumen monográfico 
La aventura de los generadores automáticos del lenguaje natural: del análisis  

lingüístico al procesamiento automático de datos

20

Como se desprende de la Figura 1 existe una relación de mapeo entre esce-

nas, subescenas y escenario, de modo que aquellos sustantivos de un escena-

rio o escena comparten el marco conceptual-semántico y, por tanto, los roles 

semánticos y argumentos centrales.

El modelo descriptivo comprende diferentes niveles de análisis:

i)	 el plano semántico-combinatorio (significado relacional y catego-

rial-ontológico; vid. Engel, 1996). La descripción del significado rela-

cional se asienta en el siguiente inventario de roles semánticos ya 

aplicado en el diccionario Portlex (Figura 2):

Figura 2: Inventario de roles semánticos

	 Los rasgos categoriales parten de los inventarios de la gramática y lexi-

cografía valencial (Engel, 2004, E-Valbu) y van evolucionando hasta 

una ontología léxica bottom up, que se retroalimenta de las ontologías 

de WordNet (vid. capítulo Bardanca Outeiriño y Domínguez Vázquez 

en este volumen, así como Martín Gascueña).



rilex. volumen monográfico 
La aventura de los generadores automáticos del lenguaje natural: del análisis  

lingüístico al procesamiento automático de datos

21

ii)	 el plano sintáctico argumental o el patrón argumental: según Domín-

guez Vázquez (2011) los tipos sintácticos complementos del nombre 

son Genitivus subiectivus, Genitivus obiectivus, Complemento/Suple-

mento prepositivo, Complemento adverbial, Complemento verbativo 

y Complemento nominal.

iii)	el plano morfosintáctico: en este nivel se describen las diferentes rea-

lizaciones formales de los argumentos nominales. Junto con las frases 

preposicionales y el genitivo (para el alemán) el inventario de realiza-

ciones también contempla adjetivos, compuestos (para el alemán) y las 

aposiciones N+N (Valcárcel Riveiro, 2017). La inclusión de dichas reali-

zaciones no es común en la gramática y lexicografía valencial. En nues-

tros recursos entendemos que en ejemplos como la huida apresurada 

frente a la huída marítima la función sintáctica realizada por uno y otro 

adjetivo es diferente. Así, el segundo ejemplo explicita la vía de huida, 

del mismo modo que sucede en la huida por el Mediterráneo. Dado que  

por el Mediterráneo se considera un argumento nominal locativo de paso 

al cumplir los criterios de pregunta y anáfora, nada debería de impedir, 

por tanto, categorizar esta realización adjetival del mismo modo.

4. GENERADORES AUTOMÁTICOS DEL LENGUAJE NATURAL

4.1. Descripción general

El principal objetivo de los simuladores es ofrecer información sobre el 

potencial combinatorio de sustantivos valenciales junto con ejemplos diná-

micos y, por tanto, el vocabulario que puede cubrir el eje paradigmático y 

sintagmático de diferentes complementos específicos. Para tal fin se atiende a

	● su aparición aislada, como en una frase preposicional simple del tipo 

el olor a rancio (datos de los generadores Xera y Xeraword)

	● su realización combinada a nivel frasal, como en el desagradable olor 

a rancio frente a *el agradable olor a rancio (resultados ofrecidos por 

Combinatoria)
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	● su combinatoria en el plano oracional, como en El desagradable olor a 

rancio se extendía por la habitación (datos aportados por CombiContext).

Los generadores tienen en común la aplicación de una metodología combi-

nada que permite procesar datos con información semántica. Se fundamentan 

en la interoperabilidad y retroalimentación de recursos, así como en diferentes 

aproximaciones lingüístico-computacionales: i) la gramática de valencias, la 

teoría de los prototipos léxicos y clases semánticas, ii) el análisis de corpus, 

ontologías, bases de datos de coocurrencias y redes semánticas, como Word-

Net, iii) el procesamiento del lenguaje natural (PLN; recuperación y extracción 

de información), iv) modelos neuronales y métodos predictivos, como word-

2vec (Mikolov, Chen, Corrado & Dean, 2013) y fastText (Bojanowski, Grave, 

Joulin & Mikolov, 2017), v) la generación automática (GLN) y vi) la traducción 

automática (en el caso del cuarto generador, XeraWord).

Un sinóptico de la interrelación entre el flujo de trabajo y las herramientas 

aplicadas se presenta en la Figura 3, actualizada a partir de Domínguez Váz-

quez (2022a).

Figura 3: Interrelación de flujo de trabajo y herramientas
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Desde una perspectiva tipológica los generadores representan un nuevo 

modelo de sistemas de información digitales dinámicos e individualizados, en 

concreto, de diccionarios de valencias plurilingües. Han sido diseñados para 

destinatarios humanos, pero también para su aprovechamiento por máqui-

nas, siendo estos integrables y exportables como léxicos computacionales. 

Comparten con otros recursos de su espectro más cercano características 

mediales como su accesibilidad en red y su uso simultáneo por más de un 

usuario. Son gratuitos y de libre acceso.

Frente a otros recursos, una de sus principales novedades es su dinamismo 

personalizado: en portales lexicográficos, diccionarios y plataformas suele ser 

posible obtener más ejemplos consultando el propio portal o a través de un 

enlace a ejemplos externos al recurso. De este modo, el usuario puede inducir 

mediante la observación de un conjunto amplio de ejemplos determinadas 

reglas (o también se puede perder en el volumen de datos). No obstante, 

dichas reglas no son explícitas y una búsqueda concreta e individualizada de 

datos no es siempre posible. A diferencia de otros recursos, los prototipos pro-

ponen un enfoque intermedio: sus ejemplos no son ni extraídos directamente 

de corpus para su integración directa en los generadores, ni son elaborados ad 

hoc por el equipo lexicográfico, sino que son generados automáticamente. Esta 

vía intermedia permite evitar la sobresaturación informativa del ejemplo, así 

como ligar el vocabulario a clases semánticas y rasgos ontológicos –los cuales 

sirven además como filtro de consulta. Por tanto, en los generadores es posible 

una consulta y selección de datos y ejemplos concretos siguiendo filtros sintác-

tico-semánticos aplicados por el usuario. Esto los diferencia de otros recursos 

con ejemplos y patrones estáticos. De este modo, se permite al usuario corro-

borar (o no) su hipótesis de consulta inicial (Müller-Spitzer, Domínguez Váz-

quez, Nied Curcio, Silva Dias, & Wolfer, 2018) y se responde a la pregunta de si 

ciertas combinaciones son posibles (o no) en determinadas situaciones de pro-

ducción. A su vez, se posibilita descubrir (o confirmar) el uso de determinadas 

unidades léxicas y sus entornos sintácticos o contextos (Domínguez Vázquez & 
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Gouws, 2023). Dicha consulta selectiva es posible porque los generadores inte-

gran una descripción de la interfaz sintáctico-semántica, y, por tanto, permiten 

extraer y consultar los datos atendiendo a dicho aspecto.

Dado que las propias herramientas también han sido concebidas para faci-

litar información de diferente calado, el tipo de ejemplos que aportan muestra 

similitudes, pero también diferencias entre sí. Así, Xera y XeraWord presentan 

ejemplos de frases simples (monoargumentales) que incluyen las realizaciones 

de superficie y los rasgos ontológicos vinculados a un argumento valencial. 

Combinatoria aporta datos semejantes, pero para estructuras complejas o biar-

gumentales. Un ejemplo de los argumentos y esquemas de Xera y Combinato-

ria, así como el tipo de información se ofrece en la Tabla 1:

ARGUMENTOS

Plano formal Plano semántico Ejemplo Recurso
Rol semántico Características 

ontológicas
determinante + 
adjetivo + ESTAN-
CIA + de + determi-
nante+ ARG 1

N1: Aquel que 
realiza la estancia

{Humano 
condición 
negativa}: 
paciente | 
enfermo

La estancia 
del paciente

Xera

determinante + 
adjetivo + ESTAN-
CIA + en + determi-
nante + ARG 2

N2: lugar en 
donde se realiza 
la estancia

{Lugar edificio: 
tipo: medicina}: 
hospital |  
clínica

La estancia 
en el hospital

PATRONES SINTÁCTICO-SEMÁNTICOS
determinante + 
adjetivo + ESTAN-
CIA + de + determi-
nante+ ARG 1 + en 
+ determinante + 
ARG 2

N1 {Humano condición negativa} +
N2 {Lugar edificio Tipo: medicina}

La estancia 
del paciente 
en el hospital

Combina-
toria

Tabla 1: Ejemplo de argumentos y patrones

El último de los generadores diseñados para alemán, francés y español, Com-

biContext, ofrece información sobre el marco oracional en el que se incrustan 

las frases nominales simples y complejas. Desde un punto de vista cuantitativo, 

cabe señalar que CombiContext, se retroalimenta de los a) 3.625 argumentos 
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específicos y b) 20.600 esquemas sintáctico-semánticos que generan Xera y Com-

binatoria. También se nutre de 29.700 modificadores adjetivales y más de 820 

verbos, ofreciendo en su estado actual 90.000 esquemas argumentales. La Figura 4 

recoge estos datos y ejemplos concretos de los diferentes bloques de información.

Figura 4: Niveles informativos de los generadores

Otro de los aspectos a los que se le ha dedicado especial atención en el 

diseño de los recursos son las rutas de acceso a la información en la interfaz 

de usuario. Así, en Xera y XeraWord 5, los dos recursos monoargumentales, 

la aproximación a la consulta es formal. En la herramienta Combinatoria la 

aproximación es ontológico-conceptual. La herramienta CombiContext parte 

5 XeraWord, la herramienta piloto para el gallego y portugués,cuenta con estructuras monoar-
gumentales para dichas lenguas. Su diseño perseguía comprobar la viabilidad de nuevas vías 
de automatización para analizar, extraer y generar ejemplos de patrones argumentales. En 
XeraWord, por tanto, se incorpora como metodología de trabajo la traducción automática del 
caudal léxico de WordNet.
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Xera XeraWord
Combina-

toria
Combi-
Context

Lenguas: alemán, español, francés ✓ ✓ ✓
Lenguas: gallego, portugués ✓
Patrones monoargumentales ✓ ✓
Patrones biargumentales ✓
Marco frasal y oracional ✓
Descripción formal ✓ ✓ ✓ ✓
Descripción ontológica ✓ ✓ ✓ ✓
word embeddings ✓ ✓
Traducción automática ✓ ✓1

Acceso libre y gratuito ✓ ✓ ✓ ✓
Interfaz de usuario: acceso formal 
primario

✓ ✓

Interfaz de usuario: acceso 
semántico primario

✓

Interfaz de usuario: acceso 
distribucional primario

✓

Generación ad libitum ✓ ✓ ✓ ✓
Exportación de datos ✓ ✓ ✓ ✓

Tabla 2: Información de los generadores en contraste6

de una aproximación distribucional –la posición de la frase con núcleo valen-

cial en relación con el verbo (vid. 4.2.).

A modo de resumen, la tabla 2 ofrece una comparativa de las característi-

cas generales de los generadores:

6 Leyenda: 1 = exclusivamente.

4.2. Generadores automáticos de la lengua paso a paso

El primero de los generadores diseñados es Xera. Proporciona esquemas 

y ejemplos monoargumentales de la frase nominal, como, por ejemplo, el 

ancho de los muebles, el viaje a Beirut o el aumento de la inflación.

Su acceso es formal (con unas abreviaturas poco intuitivas que requie-

ren cierto hábito) y posteriormente semántico-conceptual. Esto supone que 

una vez seleccionada la realización formal objeto de consulta (en la Figura 

5 [determinante + adjetivo + viaje + adjetivo +de + determinante + actante 
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N1]), el usuario puede seleccionar una o diferentes clases semánticas, las 

cuales están acompañadas de ejemplos estándar a modo de guía. Seleccio-

nada una de las clases semánticas, por ejemplo, {animado humano grupo o 

colectivo militar} y clicando en GENERAR, se visualizan ejemplos concretos 

que cumplen los requisitos formales y semánticos aplicados (Figura 6). De 

este modo, se pueden observar las restricciones de coaparición sintácti-

co-semántica y, tras su selección, generar ejemplos ad libitum.

Figura 5: Acceso en Xera
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Figura 6: Volcado de datos en Xera

El segundo de los prototipos, Combinatoria, ofrece esquemas y ejemplos 

biargumentales, tales como el viaje del explorador a Tierra Santa, el sabor del 

pastel a canela o la estancia formativa del investigador. Este prototipo pro-

pone una perspectiva de consulta inversa a la de Xera: de lo conceptual a lo 

formal. Con la finalidad de favorecer la selección de las clases semánticas que 
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Figura 7: Selección ontológica del argumento que aparece en primera posición

Figura 8: Combinatoria con un segundo argumento no filtrado [vista parcial]

se quieren combinar o consultar, la herramienta incorpora ventanas emer-

gentes con un ejemplo concreto de la clase semántica en cuestión (Figura 7).

La selección del argumento que aparece en primer lugar desglosa auto-

máticamente posibles combinatorias de argumentos que pueden aparecer en 

segunda posición acompañando a la clase semántica seleccionada (por ejem-

plo {condición humana desplazamiento} en la Figura 7). La Figura 8 presenta 

todos los paquetes léxicos combinables con el primer actante seleccionado.
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Figura 9: Panel de combinatoria para el argumento que aparece en segunda posición

Figura 10: Combinatoria biargumental con filtro de selección para ambos argumentos

De este modo, se obtiene una visión de conjunto de todas las combinatorias 

posibles con el primer elemento. Existe también la posibilidad de predeter-

minar el segundo argumento mediante la selección de una clase semántica 

concreta, como, por ejemplo, {país nombre propio} en la Figura 9 y de una 

estructura concreta de esa clase, como, por ejemplo, el viaje de los apátridas 

desde Abisinia/por Abisinia/a Abisinia, etc. (Figura 10):
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Para visualizar los ejemplos generados automáticamente se clica encima de la 

combinatoria biargumental seleccionada. La Figura 11 muestra ejemplos para 

el patrón argumental [determinante + VIAJE + de +determinante +N:{condi-

ción humana desplazamiento} a + N: {país nombre propio}], seleccionadas 

previamente (Figuras 9 y 10):

Figura 11: Ejemplos de combinatoria biargumental con filtro de selección [vista parcial]

CombiContext es el simulador que proporciona contexto frasal y oracional a 

las frases generadas automáticamente por Xera y Combinatoria. Este nuevo 

generador aplica en primer lugar un filtro distribucional: la posición de la frase 

nominal con respecto al verbo (antes o después del mismo). Tras aplicar este 

filtro, la herramienta presenta diferentes estructuras formales, esto es, [viaje + 

a], [viaje + hacia], etc., a las que acompañan ejemplos estándar (Figura 12):
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Si se selecciona, por ejemplo [viaje +de] (Figura 13), se obtiene un desplegable 

con esta realización y todas las posibles combinaciones oracionales, siguiendo, 

por tanto, el mismo tipo de acceso a la información que el generador Combina-

toria. De este modo, se enmarca la frase nominal compleja en el contexto oracio-

nal y frasal (Figura 14), pudiéndose obtener ejemplos ad libitum. En este estadio, 

se puede indicar si se desea obtener datos de consulta filtrados con word2vec 

(Figura 13; vid. Bardanca Outeiriño y Domínguez Vázquez en este volumen).

Figura 12: Realizaciones de viaje y sus argumentos en posición preverbal

Figura 13: Combinatoria oracional
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Figura 14: Desplegable de ejemplos generados de combinatoria oracional [vista parcial]

5. A MODO DE RESUMEN

Como se señalaba previamente, los generadores cumplen el objetivo 

para el que han sido diseñados. De este modo, ha sido posible verifi-

car la validez del método aplicado y sus principales potencialidades, al 

mismo tiempo que se han detectado las limitaciones del propio modelo 

y las posibles optimizaciones. Sin lugar a duda, abren una puerta a un 

buen número de aplicaciones, algunas de las cuales se da cuenta en esta 

monografía, como son sus aplicaciones didácticas (vid. López Iglesias 

en este volumen) y contrastivas (Domínguez Vázquez & Caíña Hurtado, 

2021; vid. también Pino Serrano y Valcárcel Riveiro en este tomo), por 

citar algunas.
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