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ALGORITHMIC JUSTICE AND HUMAN RIGHTS: STRUCTURAL 

RISKS AND EMERGING REGULATORY FRAMEWORKS
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Abstract: The incorporation of artificial intelligence (AI), particularly large language models (LLMs), 
into judicial processes poses unprecedented challenges for the protection of human rights, especially 
regarding privacy, informational self-determination, and algorithmic transparency. This article introduces 
the concept of the “Hermes judge” as a normative and interpretative model capable of articulating the 
technical rationality of automated systems with the principles of the constitutional rule of law. Through a 
critical analysis of international regulatory frameworks—such as the GDPR, the European Union's AI Act, 
and the FAIR principles—regulatory gaps, structural biases, and decision-making opacity are identified. In 
light of these risks, ethical and regulatory guidelines are proposed to ensure that AI functions as a cognitive 
aid, supporting tasks such as argument generation, precedent identification, and case summarization, 
without replacing hermeneutic judgment or compromising human dignity. From a functional perspective, 
Judge Hermes critically mediates between automated decision-making and fundamental principles of law, 
safeguarding judicial deliberation and the human dimension of justice.
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1.	 Introduction

The crisis of the postmodern state and the welfare state has given rise to new ways 
of conceiving legal and social reality, which is increasingly globalized, interconnected, and 
cybernetic. In this context, the emergence of disruptive technologies, particularly AI and 
algorithmic systems, has profoundly transformed the models of interpretation, application, 
and legitimation of law, surpassing the categories of modern theoretical-legal artifice. As 
François Ost points out, law, as a linguistic sign, requires interpretation by its addressees, 
and as an expression of will, it must be internalized and accepted (Ost, F., 1993). When 
legal subjects mentally reconstruct the normative message and mediate its application 
thru acts of will, law is configured as a necessarily unfinished work, always in suspense 
and in constant re-elaboration. This ontological perspective, that is, one grounded in a 
fundamental shift in the nature of legal reality rather than merely in the ways law is known 
or interpreted, is especially relevant in contemporary legal systems, where technological 
mediation is redefining forms of justice. Such a shift poses the challenge of integrating 
artificial intelligence with its logics of technical rationality, decisional automation, and 
algorithmic encoding of behavioral expectations without fracturing the constitutional 
framework of human rights. In this context, the rights to privacy, personal intimacy, and 
personal data protection can no longer be understood as ancillary guarantees, but must be 
recognized as essential pillars of human dignity in the digital age.
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To this complexity is added a new layer of structuring power: information 
technology, the Internet, and, in general, digital technologies. Beyond the classic division 
of functions among public authorities, organized civil society, regional and international 
organizations, political parties, and the media, algorithmic power has emerged, capable 
of shaping legal and democratic structures. Since the Internet took shape as a “network of 
networks,” a cyber paradigm was inaugurated that not only transformed communication 
and the economy but, as Roszak (1994) warned, also introduced unprecedented ethical 
dilemmas by concentrating political power and generating new forms of opacity and social 
domination. Along the same lines, Sartori (1998) anticipated that the home minicomputer 
would reconfigure social and political practices, a prophecy now realized in the ubiquity 
of smartphones, which function as nodes of control, consumption, and data production. 
In this context, the threat posed by AI is not merely technical or regulatory but structural, 
as decision-making about personal data is increasingly delegated to non-state actors, such 
as digital corporations, thereby weakening the guarantor role of the constitutional rule of 
law. This transformation highlights the urgent need for a robust legal response capable 
of balancing technological innovation, algorithmic transparency, and the protection of 
fundamental rights (Coeckelbergh, 2021, pp. 91–93; Cáceres Nieto, 2024, pp. 77–78).

Understanding AI is essential to equip the legal framework with the tools necessary 
to address these structural transformations. From an epistemological perspective, AI has 
been defined as “the branch of computer science that studies the software and hardware 
necessary to simulate human behavior and understanding” (Albert-Márquez, 2021, p. 211). 
Its ultimate goal, in what is known as “strong” AI—using Searle's terminology (1980, cited 
in Albert-Márquez, 2021, p. 211)—is to simulate human intelligence by creating artificial 
agents endowed with understanding, awareness of that understanding, and, ultimately, 
awareness of their own existence. From other operational perspectives, Russell and Norvig 
define it as “the study and design of rational agents capable of acting to achieve the best 
possible outcome in their environment, given their goals and the information available 
to them” (2020, p. 1), emphasizing the autonomy and adaptive capacity of systems. 
Chollet (2021, pp. 1–7) describes it as “the effort to automate intellectual tasks normally 
performed by humans,” highlighting its link to complex cognitive processes and not 
merely digital editing tools. Ignoring these dimensions, as in the definition validated by 
the Supreme Court, reduces AI to automated visual editing programs, weakening criminal 
law’s capacity to provide coherent, technically informed regulatory responses that respect 
the principle of specificity. This case underscores the urgent need to equip the Mexican 
legal framework with concepts that are both technologically operational and scientifically 
consistent, thus avoiding decisions that increase uncertainty in one of the most sensitive 
and controversial areas of digital constitutionalism.

These conceptual clarifications are not merely academic. They provide the 
foundation to understand the challenges that arise when legal decisions are delegated to 
automated systems, whose opacity and complexity can undermine transparency, traceability, 
and accountability in judicial reasoning. The opacity of machine learning algorithms, 
particularly those based on deep neural networks, not only hinders the understanding of 
their outputs but also complicates the attribution of responsibility when such decisions 
prove harmful. In a rule-of-law system, this lack of clarity endangers the principle of 
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transparency in decision-making and undermines public trust in the institutions responsible 
for administering justice (Coeckelbergh, 2021, pp. 91–93). Information technologies have 
never been mere tools; they are actors with autonomous power. This transformation places 
the law before an unprecedented challenge: operating in a scenario where norms are no 
longer confined to regulating human action but must also confront algorithmic architectures 
and automated processes that perform quasi-normative function and automated processes 
that perform quasi-normative functions, meaning that they influence or constrain human 
behavior in ways similar to legal norms, even though they are not formal laws. For example, 
algorithms that automatically filter content, assign credit scores, or manage access rights 
can shape decisions and behavior, acting as if they were regulatory rules.

In this context, law subjective, fragmented, and a constantly shifting set of 
discourses (Zagrebelsky, 1995), emerges as a fluctuating and fragmented order, whose 
ductility makes it adaptable but also vulnerable to dispersion and loss of effectiveness. As 
François Ost argues, the key lies not in centralized command but in a circulation of legal 
discourse that provides coherence to this network. From this perspective, the figure of the 
Hermes judge stands as a paradigm called to articulate a form of law capable of balancing 
technological innovation with the protection of human dignity. As Recaséns Siches (1956, 
as cited in Feito Torrez, 2020, pp. 112-117), emphasized in proposing a logos of the 
reasonable, law cannot be reduced to a closed formalism but must remain open to human 
experience. In the algorithmic era, this notion becomes especially relevant: the Hermes 
judge embodies that practical rationality, not as a passive guarantor of constitutional 
order but as a normative reconfigurator who balances technological innovation and 
human rights. In particular, since personal data has become the input, medium, and 
outcome of computational power, the Hermes judge represents a judiciary committed 
to the essential principles of the rule of law: algorithmic transparency, accountability, 
prohibition of profiling-based discrimination, and comprehensive protection of privacy 
These dimensions—fundamental today—mark the difference between a digital justice 
centered on the person and a justice reduced to the opaque logic of machines.

This article critically examines the structural risks posed by algorithmic justice 
in relation to human rights, with a particular focus on privacy, equality, and non-
discrimination. Specifically, the expansion of AI systems in various fields such as the 
administration of justice and public safety has reignited an old debate with new nuances: 
can the law delegate decisions to algorithms without compromising its ethical and 
protective principles? The central question guiding this work is precisely to what extent 
AI can be integrated into the judicial sphere without replacing the ethical and hermeneutic 
deliberation of human judges. From this perspective, the objective is to analyze the limits 
and possibilities of AI in highly sensitive legal contexts and to evaluate its ethical and 
regulatory implications. Methodologically, the article adopts a hermeneutic and critical 
approach, aimed at reflecting on the regulatory, ethical, and judicial challenges posed 
by AI in the field of human rights, particularly with regard to privacy, informational 
self-determination, and algorithmic transparency. Using the model of Judge Hermes—a 
conceptual figure developed by François Ost—it examines how a judiciary capable of 
balancing technological innovation and constitutional guarantees can be articulated. The 
analysis seeks to highlight tensions, identify regulatory gaps, and propose interpretive 
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criteria to move toward algorithmic governance centered on human dignity, fundamental 
rights, and democratic control.

2.	� From profiling to structural bias: predictive justice and 
algorithmic risks

Based on this premise, it is essential to analyze how AI, by operating through 
profiling and prediction processes, can reproduce structural biases and generate adverse 
impacts on human rights, such as the right to work, privacy, and due process. This critical 
dimension requires deep reflection on predictive justice and the role of Judge Hermes 
as a guarantor of fairness in automated environments. In this sense, the regulatory and 
technical deficit not only increases citizens' exposure to opaque automated decisions, but 
also compromises other fundamental areas of the legal system. Artificial intelligence is 
increasingly present in judicial processes, including predictive algorithms for recidivism, 
automated case management, and decision-support systems for judges. While these 
technologies can improve efficiency, they also introduce significant risks, such as 
algorithmic bias, lack of transparency, and erosion of procedural safeguards, which can 
threaten fundamental rights. From this perspective, not only privacy but also essential 
guarantees like the right to work, access to justice, and due process are at stake, highlighting 
the growing need for a judiciary capable of mediating between technological innovation 
and the protection of human rights.

The OECD (Organization for Economic Cooperation and Development) and 
studies such as McKinsey's “Jobs Lost, Jobs Gained: Workforce Transitions in a Time 
of Automation” warn of the risk of massive job losses as a result of automation; in some 
developed countries, it is predicted that up to 50% of jobs will be in the hands of automated 
systems by 2035 (Guijosa, 2017). At the same time, a “data market” is emerging, in which 
personal information is traded using micro-segmentation algorithms, and cases of misuse 
by cybercriminals and criminal networks have increased (Cáceres Nieto, 2024, p. 105). 
As Shoshana Zuboff (2019, p. 14) has argued, this “surveillance capitalism” consolidates 
an economic model based on the extraction of human experience as raw material for 
behavioral predictions. Incorporating this perspective into the legal debate highlights 
that these practices not only threaten privacy but also autonomy, freedom of choice, and 
democratic balance, underscoring the need for a judiciary capable of protecting human 
rights in contexts shaped by algorithmic power.

This problem is not limited to the theoretical context but is already manifesting 
itself in concrete practices that directly affect people's working lives and human rights. 
Recent studies have shown that the adoption of AI in the Mexican labor market is 
undergoing profound transformations that carry risks. The Federal Telecommunications 
Institute (IFT, 2022; 2023) has documented that a significant number of companies that 
use AI in hiring or performance evaluation processes have structural biases that can lead 
to discriminatory decisions (Medina Romero and Torres Chávez, 2025). These findings 
coincide with those of international studies, such as that of the World Economic Forum 
(2018), which predicts the loss of 1.4 million jobs in the United States by 2026 as a result 
of automation (Fredin, 2018). Research warns of the adverse effects of poorly designed 
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algorithms or those trained with biased data, especially in sensitive processes such as 
personnel selection or performance evaluation. In the Latin American context, various 
studies agree on the urgency of establishing solid regulatory and ethical frameworks that 
respond effectively to these risks, particularly in countries such as Mexico, where weak 
regulation in this area still prevails.

Automation and digital technologies are transforming labor structures worldwide, 
which in turn affects social conditions that courts must consider when protecting fundamental 
rights. For instance, as routine tasks are automated, issues of employment displacement, 
inequality, and precarious work emerge, which may require judicial oversight and legal 
frameworks that safeguard workers’ rights in increasingly automated environments 
(Manyika et al., 2017; Rivas-Vallejo, 2021). Incorporating this perspective highlights that 
AI in the judiciary does not operate in isolation but intersects with broader social and 
economic transformations that influence access to justice and human rights protection.

This warning not only highlights the risks of opacity and automatism in algorithmic 
management but also invites us to reconsider the role of legal actors as guarantors of 
critical and humanistic rationality. The structural transformation of employment requires 
economic and legal responses that accompany technological change with guarantees of 
equity. In this context, Judge Hermes is a judicial figure designed to mediate between 
automated decision-making systems and human-centered legal reasoning. He addresses 
the challenges posed by algorithmic management, including the reproduction of structural 
inequalities under the guise of neutrality, opacity, and over-reliance on automation. By 
constructing legal meanings in these contexts, Judge Hermes resists the dehumanization 
of law and upholds a justice that is situated, deliberative, and committed to principles of 
equity, freedom, equality, and non-discrimination.

This structural transformation of employment and the algorithmic management 
of labor decisions cannot be analyzed in isolation from the legal principles that protect 
human dignity. In fact, these arguments coincide with Ronald Dworkin's thinking on 
the primacy of rights as protective principles. While AI tends to treat data and decisions 
instrumentally, Dworkin emphasizes that individual rights—and not just rules of 
efficiency—must prevail. Human rights should not be conceived as mere concessions of 
the legal system or sacrificed in the name of collective utility. On the contrary, Dworkin 
argues that rights function as moral principles that limit even legally authorized decisions, 
which is opposed to any model that prioritizes efficiency over justice. The examples 
provided by Cáceres Nieto—such as technological unemployment, commercial profiling, 
and criminal risks—together with the forecasts of the World Economic Forum and the 
McKinsey study, highlight the fragility of the social fabric described by Zygmunt Bauman 
in Liquid Modernity (Bauman, 2000, p.70). In this context, surveillance and profiling, 
driven by new forms of social control, respond to the need to manage these risks in a 
context where both social networks and traditional legal institutions are becoming less 
effective in ensuring security, cohesion, and the protection of human rights.

In this context, the proliferation of AI technologies that facilitate profiling and mass 
surveillance aligns with this trend: they offer a sense of security and protection, but at the 
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expense of individual privacy and freedom. As Bauman warns, these dynamics can lead to 
a “surveillance society,” in which the protection of human rights is compromised by the 
restriction of the right to privacy and personal autonomy, in an attempt to manage fears linked 
to insecurity in an increasingly liquid world and a system far from equilibrium (Bauman, 
2000, p.50). The idea of human dignity must be the ethical and legal anchor of algorithmic 
design: the person is an end and not a means, in Kantian terms. When personal data is treated 
as commercial information, AI threatens to turn the subject into an object, stripping them of 
their capacity for action and reducing their existence to a variable in a calculation.

3.	 Informational self-determination and privacy in the algorithmic era

The present paper not only highlights the structural risks of algorithmic profiling 
and predictive justice, but also underscores the need to strengthen the legal safeguards that 
protect personal autonomy from data exploitation. In this context, it is essential to recover 
the concept of informational self-determination as a regulatory and ethical axis to address the 
challenges posed by AI in the digital age. Recognized by the German Constitutional Court 
since 1983, this principle has established itself as a key instrument for legally empowering 
citizens against automated processing systems characterized by their opacity and lack 
of democratic control. In this regard, the jurisprudence of the Spanish Constitutional 
Court has made significant normative contributions. In this regard, the case law of the 
Spanish Constitutional Court has made significant regulatory contributions. Judgment 
STC 94/1998 constitutes a milestone in the consolidation of the right to personal data 
protection as an autonomous and independent fundamental right, although related to the 
rights to dignity and personal freedom, honor, privacy, and personal image. In this ruling, 
the Constitutional Court interprets Article 18.4 of the Spanish Constitution as a reinforced 
guarantee of personal dignity and freedom, and emphasizes that the data subject has the 
right to control the use of their data and to oppose its processing for purposes other than 
those for which it was initially obtained (Tribunal Constitucional de España, 1993).The 
Spanish Court emphasizes that the use of personal data must be guided by the principles 
of consistency and rationality, to ensure that the processing of information is in line with 
legitimate interests and does not violate human dignity (Adinolfi, 2007, p.15).

Along the same lines, the Supreme Court of Justice of the Nation (SCJN) has 
developed substantial criteria regarding the right to personal data protection as a direct 
expression of informational self-determination, especially in the context of the use of 
digital technologies.2 In Unconstitutionality Action 82/2021, the Full Court invalidated 
the provisions of the Federal Telecommunications and Broadcasting Law that created the 
National Registry of Mobile Phone Users (PANAUT), as it considered that the obligation to 
collect biometric data from users without their consent and without judicial control violated 
the rights to privacy, personal data protection, and human dignity. The Court emphasized that 
the massive and indiscriminate collection of data without safeguards, such as the application 
of interpretive guidelines such as necessity, suitability, proportionality, and legitimate 

2 For a systematic analysis of the jurisprudential criteria issued by federal courts regarding the right to personal 
data protection—including its scope in relation to digital technology—please refer to the institutional work: 
Criteria of the Federal Judiciary on personal data protection (Consejo de la Judicatura Federal, 2018).
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purpose, is incompatible with the constitutional principles governing the processing of 
personal information (SCJN, 2021). This approach reflects an evolution in case law in which 
informational self-determination is understood not only as the right to control personal data, 
but also as a mechanism for protecting autonomy against its possible exploitation or misuse, 
especially in environments of increasing digitization and use of technologies such as AI.

In this context, one of the most alarming phenomena illustrating the risks of 
algorithmic exploitation of personal data is the use of AI technologies to generate synthetic 
content, known as deepfakes3. While their misuse already threatens privacy, intimacy, and 
personal autonomy, these technologies are also increasingly relevant to judicial processes: 
manipulated audiovisual content can compromise the integrity of evidence, challenge due 
process, and require judges to critically assess the validity of AI-generated information. 
Their proliferation thus underscores the need for legal and judicial responses that safeguard 
human rights and uphold the principle of informational self-determination.

Currently, unconstitutionality action 66/2024, resolved by the SCJN, is a case 
that highlights the regulatory challenges surrounding AI. In this case, the Plenary 
analyzed the validity of Article 185 Bis C of the Penal Code of the State of Sinaloa, 
which reformulated the crime of violation of sexual privacy to include conduct committed 
through the use of artificial intelligence, such as the manipulation of intimate images, 
audio, or videos with a realistic appearance, without consent. The Court validated both 
this expansion and the legal definition of artificial intelligence incorporated into the law, 
which is understood as “applications, programs, or technology that analyzes photographs, 
audio, or video and offers automatic adjustments to make alterations or modifications.” 
Although the decision was based on the need for clarity accessible to the average citizen 
and the difficulty of establishing unambiguous concepts in the face of rapidly evolving 
technologies, various academic voices have warned that this definition is deficient from 
a technical and legal point of view.By limiting itself to describing a subset of tools, such 
as those associated with deepfakes, and omitting structural elements such as machine 
learning, operational autonomy, or synthetic content generation, there is a risk of serious 
conceptual fragmentation, criminal ambiguity, and future vulnerability. Far from reducing 
uncertainty, an imprecise decision such as the one validated by the Court can undermine 
the principle of specificity and hinder public and judicial understanding of the true scope 
and limits of AI in essentially controversial and sensitive contexts (SCJN, 2024).

4.	�A lgorithmic governance: regulatory challenges and comparative 
models

In Mexico, there is a significant regulatory gap in the area of AI, which exposes citizens 
to a growing risk of privacy violations and discriminatory automated decision-making. This 
regulatory vacuum cannot be explained solely from a technical or legislative perspective, but 

 3 For a broader view of the risks of non-consensual synthetic content and its impact on women's rights, see: 
The State of Deepfakes: Landscape, Threats, and Impact (Ajder et al., 2019). As well as the United Nations 
thematic update on the protection of human rights and the integrity of information in the era of generative 
artificial intelligence (Konwar, 2025).
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rather responds to a more profound transformation of the digital ecosystem. As Éric Sadin 
argues, drawing on Heidegger's concept of aletheia—understood as the uncovering of reality 
or being—certain algorithmic systems have acquired a disturbing ability to “tell the truth”: 
they define what is real based on data patterns, without transparency or democratic control. 
This trend is evident, for example, in the medical field, where algorithms dictate diagnoses 
without taking into account human singularities, leading to a shift in clinical responsibility 
and a weakening of the ethics of care (Sadin, 2020). This dynamic jeopardizes fundamental 
principles such as human judgment, sovereignty, and institutional accountability (Sadin, 
2020, pp.127-129). To address these regulatory gaps and the risks of technological power 
concentration in the state, the approach adopted by the European Union is illustrative. It 
already has a regulatory framework in place, such as the General Data Protection Regulation 
(GDPR), which establishes requirements for consent, transparency, and accountability in 
the processing of personal data, including in the context of AI. This situation highlights the 
urgent need to create a comprehensive regulatory framework that specifically addresses the 
ethical and legal challenges posed by AI, especially with regard to data protection, privacy, 
and human rights (Pérez-Ugena, 2024, p. 8).

A prime example of the judicial application of AI in Mexico is the ruling issued 
by the Second Collegiate Court for Civil Matters of the Second Circuit, in which AI tools 
were used to calculate the amount of a guarantee in an amparo trial. This precedent, a 
first in the national judicial context, establishes that the ethical and responsible use of AI 
requires compliance with minimum principles such as proportionality, safety, personal 
data protection, transparency, explainability, oversight, and human decision-making. In 
the absence of specific regulations, the court proposes a guide for judicial self-restraint 
based on international standards, such as the Ethical Guidelines for Trustworthy AI, the 
UNESCO Recommendation, and the European AI Regulation. This ruling underscores 
the need for algorithmic governance with a human rights perspective, in which AI acts 
as a technical aid without replacing the judge's hermeneutic judgment (SCJN, 2025b). In 
this sense, the incorporation of AI into auxiliary tasks in the judicial process is justified by 
advances in new technologies and the consolidation of digital justice. Thus, the justification 
for this criterion lies in the fact that certain calculations, such as updating values, applying 
interest rates, and weighing procedural deadlines, are essential for establishing guarantees 
but are not part of the judge's core decision-making process. AI is therefore used to 
reduce human error, ensure transparency and traceability, promote consistency and 
standardization of precedents and amounts, and improve procedural efficiency, freeing up 
time for substantive analysis and strengthening the reasoning behind judicial decisions. 
In this way, the court ensures that AI functions as a cognitive aid, preserving the essential 
core of the jurisdictional function and aligning itself with the principles of digital justice 
and the standards of reasoning set forth in Article 16 of the Federal Constitution, which 
constitutes a strategic recommendation for courts seeking to adopt best practices in the 
administration of justice (SCJN, 2025a).

The absence of an explicit reference to algorithmic governance reflects a regulatory 
gap that is repeated in other jurisdictions facing the challenges of digital constitutionalism. 
In contrast to the judicial self-restraint effort mentioned above, in March 2025, an initiative 
to reform the Telecommunications Law and the Federal Criminal Code was presented in 
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the Chamber of Deputies. This initiative assigns mobile phone companies the obligation to 
prevent and report illegal activities on their networks, but fails to establish clear principles 
of algorithmic governance, limiting their ability to ensure transparency and technological 
accountability (Cámara de diputados, 2025). This regulatory gap cannot be understood 
in light of the philosophical background of contemporary technical power. As Éric Sadin 
argues, we live in the age of coercive power: an algorithmic authority that replaces human 
judgment and action with automated protocols that prescribe behavior. In this context, 
algorithmic governance transcends the technical and legal spheres to become an essential 
anthropological question: who decides, with what criteria, and under what legitimacy? 
(Sadin, 2020, pp. 20-21). Technological singularity, understood not only as a threshold of 
technical development, but also as a philosophical frontier that redefines what it means 
to be human, poses unprecedented risks. The possibility of artificial systems surpassing 
human intelligence and the hypothesis of transferring consciousness to digital media 
creates a power that not only automates decisions, but also threatens to replace human 
judgment with self-referential computational rationality (Elena Ortega, 2019, pp. 83-93).

Therefore, an institutional response that goes beyond regulation and comprehensively 
addresses its ethical, legal, and social implications is essential. In this regard, the European 
Union has taken a pioneering role in building a robust regulatory framework that balances 
technological innovation with the protection of fundamental rights. Key documents such as 
the Ethical Guidelines for Trustworthy Artificial Intelligence (Comisión Europea, 2019), 
the European Parliament Resolution on Global Industrial Policy in Artificial Intelligence 
and Robotics (Parlamento Europeo, 2019), the White Paper on Artificial Intelligence 
(Comisión Europea, 2020), and the Draft Regulation on Artificial Intelligence propose 
harmonized standards for safe and trustworthy AI. Added to this is progress towards a 
code of good practice for the management and auditing of AI systems that incorporates 
governance, transparency, and traceability procedures throughout the entire technological 
lifecycle (Comisión Europea, 2021).

This strategy, known as Euro-regulationism, should not be interpreted as excessive 
regulation, but rather as an ethical commitment to ensuring that AI is centered on human 
dignity. At the same time, it constitutes a preventive response to narratives such as 
“technological singularity,” which is defined as a hypothetical point in scientific and 
technological development at which AI would surpass human intelligence and cause 
unpredictable transformations in civilization. This concept, which has been addressed by 
various authors, is linked to the convergence of emerging technologies and the acceleration 
of technical change (Elena Ortega, 2019, pp. 95-96).4 In this imaginary, singularity 
constitutes an emerging form of algorithmic power that threatens to replace legal and 
political deliberation with the dictates of automated systems that are opaque and devoid 
of democratic debate. In this sense, the legal system runs the risk of being absorbed by 
a technical rationalism that dispenses with both human judgment and justice as practical 
reason (Albert-Márquez, 2021, pp. 213, 215, 223).

4 One of the foundational texts on the concept of “technological singularity” is Vinge (1993) “The Coming 
Technological Singularity: How to Survive in the Post-Human Era”.
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A prime example of this vision is the set of Ethical Guidelines for Trustworthy 
Artificial Intelligence (Comisión Europea, 2019), promoted by the Council of Europe, 
which is based on the premise that AI is not an end in itself, but a means to improve human 
well-being. These guidelines are based on three essential pillars—lawfulness, ethics, and 
robustness—and are specified in seven fundamental requirements: human intervention 
and oversight; technical robustness and security; privacy and proper data management; 
transparency, diversity, non-discrimination, and fairness; social and environmental well-
being; and accountability (Barona Vilar, 2024, p. 97). Although not legally binding, 
they represent an ethical roadmap that guides the development of intelligent systems 
from a person-centered perspective and in accordance with the principles of European 
constitutionalism.

However, normative recognition of rights does not always translate into effective 
guarantees. The deployment of algorithmic tools has led to significant setbacks, ranging 
from the reproduction of structural biases with discriminatory consequences based 
on gender, race, age, or socioeconomic status, to serious errors in automated medical 
diagnoses based on models trained without adequate clinical supervision. Added to this are 
progressive interferences in personal, work, and emotional spheres, particularly on digital 
platforms, which directly affect procedural rights such as effective judicial protection, 
the presumption of innocence, and the right to an adequate defense. These risks call into 
question the protective nature of contemporary law and require a renewed interpretative 
framework capable of addressing algorithmic governance based on the principles of 
fairness, transparency, and meaningful human control (Barona Vilar, 2024, p. 98). In this 
regard, the difference between the regulatory progress of the European Union and the 
delay of the Mexican State is not only evident in the legislative sphere, but also in the 
practical application of algorithmic tools in the judicial system. Countries such as Estonia, 
Germany, and the United Kingdom have begun to incorporate automated mechanisms to 
resolve small claims, draft judgments, or assist in administrative proceedings, while in 
China, AI courts are already operating, analyzing more than a hundred crimes, generating 
draft judgments, and resolving simple legal disputes under an integrated digital justice 
model (Ester Sánchez, 2025, p. 319).

The European approach has established a pioneering model for AI regulation, focusing 
on controlled innovation and the protection of rights. A key component of this model is the 
creation of regulatory sandboxes, i.e., supervised testing environments where companies, 
particularly SMEs, can experiment with innovative AI systems under the supervision of the 
competent authorities. These regulatory tools are essential to prevent the premature exclusion 
of new business models from the market due to non-compliance with existing regulatory 
frameworks, as they allow companies to demonstrate that they can offer the necessary 
levels of protection for users (Pošćić and Martinović, 2022, p. 79). At the same time, the 
European AI Regulation provides for the creation of a European AI Committee to ensure 
harmonized implementation and the development of common standards, consolidating the 
European Union as a global benchmark in ethical and trustworthy artificial intelligence. 
However, the success of this model in Europe does not guarantee its automatic replicability. 
Implementing such robust structures can pose a significant challenge for other regions with 
different legal frameworks and economic resources. In this regard, in the Ibero-American 
sphere, the regulatory response reflects proactive adaptation rather than a simple copy of 
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the European model. The Ibero-American Charter on Artificial Intelligence (CLAD, 2023) 
establishes fundamental principles such as human autonomy, transparency, accountability, 
and security. Although these principles are not binding, they do offer relevant guidance for 
the construction of regulatory frameworks in the region. Countries such as Chile and Brazil 
have begun to include these guidelines in their draft legislation, indicating a regional trend 
toward risk management and the protection of the rights of people affected by AI (Salcido 
Ledezma, 2025, pp. 34-35). These initiatives demonstrate that, while European influence is 
evident, each country is adapting these principles to its own legislation and social reality, 
rather than importing a complete model.

The global landscape of AI regulation is becoming increasingly complex and 
diverse. The European approach contrasts with models in other regions, such as the 
United States, which prioritizes innovation and market self-regulation, and China, which 
focuses on state control and national security. Understanding these differences is crucial to 
assessing each region's position in the global debate. Regulation is not a “one size fits all” 
approach; each model has its own advantages and disadvantages that must be analyzed to 
promote responsible innovation and the protection of human rights. In the judicial context, 
this means developing legal and institutional frameworks that specifically address the 
challenges posed by AI in courts, including decision-making transparency, accountability, 
and the protection of fundamental rights. While other Ibero-American countries have 
adopted proactive measures in this area, Mexico remains on the sidelines, as serious 
regulatory and institutional limitations persist in ensuring that AI in the judiciary operates 
in a manner consistent with human rights protection. The absence of specific legislation 
on the matter, together with the fragility of personal data protection mechanisms, has been 
exacerbated by the disappearance of the National Institute for Transparency, Access to 
Information, and Protection of Personal Data (INAI), which constitutes an institutional 
regression and a critical fracture in the Mexican State's digital safeguards. The lack of a 
specialized authority to oversee the algorithmic processing of personal data is compounded 
by the absence of judicial protocols to ensure transparency, traceability, and meaningful 
human control over automated decisions (Guzmán García, 2025, pp. 20-23).

The progressive reduction of the state's regulatory capacity in technological 
environments has led to the responsibility for defining the operational content of rights 
such as privacy and data deletion falling disproportionately on private corporations. This 
delegation creates a paradox: while legal systems formally recognize these rights, the 
mechanisms for ensuring their exercise on transnational platforms remain ineffective. The 
associated risks are not merely theoretical, but derive from the actions or omissions of 
multiple actors: data controllers and processors, developers of algorithms and software that 
design opaque and difficult-to-audit decision-making structures, end users (both public 
and private), and data protection authorities, which are called upon to regulate, supervise, 
and sanction (REDIPD, 2020). The complex interaction between these actors poses 
unprecedented challenges in terms of accountability, transparency, and the development 
of verifiable and effective regulatory mechanisms.

In contrast to the proactive trend in other Ibero-American countries, the growing 
technological dependence of countries such as Mexico on foreign solutions generates a 
form of “data colonialism,” characterized by the systematic extraction of national data 
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without local governance mechanisms or tangible benefits for citizens (Salcido Ledezma, 
2025, pp. 36-38). This lack of governance is exacerbated by the structural invisibility of 
the algorithmic processes that manage data, as Rodríguez Amat argues when proposing 
an interpretive model that allows for the de-automation of the perception of AI systems. 
This model identifies three levels (superficial, intermediate, and deep) and three moments 
(production, invisible processing, and recognition) in which data acquires meaning, revealing 
that behind every automatism there are human, ideological, and programmed decisions. At 
the superficial level, data is presented as visible discourse; at the intermediate level, it is 
algorithmically recombined for specific purposes; and at the deep level, it is standardized 
for exchange, concealing its origin and purpose (Rodríguez-Amat, 2022, pp. 58-61). This 
design makes it possible to visualize the critical points of human intervention and requires 
ethical, discursive, and contextualized regulation of data.

As a matter of fact, ethical concerns surrounding AI have prompted international 
regulatory responses. Among these, the Toronto Declaration on Equality and Non-
Discrimination in Machine Learning AI Systems, promoted by Human Rights Watch, 
Access Now, and Amnesty International (2018), stands out. This transfers international 
human rights standards to the algorithmic sphere and points out that protection against 
discrimination is a binding legal obligation and not merely a recommendation or ethical 
aspiration. The Declaration warns that AI systems can amplify historical biases and deepen 
structural inequalities if not properly supervised. The Declaration proposes three areas 
of action: the state's duty to prevent discrimination and ensure transparency; corporate 
responsibility through external audits and data publication; and the right to redress for 
those affected. This framework reaffirms that AI ethics must be aligned with human 
rights as a normative core, becoming a key reference point for algorithmic governance 
centered on human dignity (Grigore, 2022, pp. 169-172). In contexts with weak regulatory 
frameworks and no effective oversight of platforms, the Declaration is particularly 
relevant for highlighting areas where human intervention is necessary and for demanding 
transparency in the attribution of algorithmic meaning.

The absence of a national AI strategy coordinated between public authorities, 
academia, and civil society hinders the development of local capacities and the 
establishment of standards adapted to the context. This omission compromises digital 
sovereignty and limits democratic control over technologies that directly affect daily life, 
the administration of justice, and public management. Therefore, the technological and 
regulatory gap requires not only solid regulatory frameworks, but also public policies 
aimed at the ethical and technical training of legal authorities and operators. If not 
addressed, the transformative potential of AI in the judicial sphere could become a factor 
of institutional dehumanization and a direct threat to procedural rights and guarantees. 
These demands are particularly relevant given the growing sophistication of AI systems 
and what José Manuel Elena Ortega (2019, p.96) calls the “God Equivalence Hypothesis”: 
the hypothesis of a distributed artificial mind with global control capabilities from a digital 
network. Although this scenario may seem speculative, it requires a clear legal response 
that reaffirms the centrality of human dignity in the face of any form of algorithmic 
depersonalization, establishing regulatory frameworks capable of addressing both the 
technical complexity and the social impacts of AI.
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5.	� Algorithmic justice and human judgment: ethical and regulatory 
limits of automation

In today's digital environment, AI can be defined as a set of information systems 
designed to emulate human cognitive functions, such as reasoning, learning, and decision-
making, using algorithms and machine learning models trained with large volumes of 
data (Delgadillo and González, 2023). Its rapid expansion has been made possible by the 
massive availability of information, which is the essential raw material for these systems. 
However, this data collection dynamic does not always comply with clear legal standards, 
as practices of data extraction without informed consent proliferate, even feeding opaque 
markets with little oversight. This reality poses urgent ethical and legal challenges, 
especially with regard to privacy, recognized as a fundamental human right that requires 
new regulatory frameworks and interpretive guidelines capable of responding to the 
structural risks of the algorithmic era (Sánchez Díaz, 2024, pp. 182-184).

In this regard, AI has profoundly transformed data ethics and privacy in the judicial 
domain, posing specific challenges for courts, such as the protection of sensitive personal 
information, the integrity of evidence, and the accountability of automated decision-
making systems. From a philosophical perspective, Adela Cortina emphasizes the need to 
protect social rights in the digital society through redistributive measures, such as universal 
basic income or robot taxation, which ensure trust and equity in technological deployment 
(Cortina Orts, 2019, p. 392). In the healthcare field, Blázquez Ruiz (2022, p. 259) warns 
about the violation of patient privacy, noting that patients must retain the right to be 
informed and to control access to their data, especially when algorithmic diagnostic or 
clinical management tools are employed. These examples reflect a common requirement: to 
address the implications of AI from the design stage, integrating both technical and ethical-
legal criteria to ensure free and informed decision-making. For this reason, recent ethical 
frameworks, such as AI4People from the Atomium European Institute,5 are essential for 
adapting the classical principles of beneficence, non-maleficence, autonomy, and justice, 
while incorporating explainability and accountability as essential prerequisites for ensuring 
reliable, transparent, and traceable AI.

In the criminal justice system, AI raises significant ethical and legal challenges. 
A prime example is the COMPAS (Correctional Offender Management Profiling for 
Alternative Sanctions)6 system, used in the United States to calculate the risk of recidivism. 
Although its designers assert that it does not incorporate explicit racial variables, research 

5 This document, prepared by the AI4People scientific committee under the direction of Luciano Floridi et al. 
(2018), presents five fundamental ethical principles for the development and adoption of AI: beneficence, non-
maleficence, autonomy, justice, and explainability. It also offers 20 specific recommendations to promote a “Good 
AI Society.”
6 This software evaluates individuals based on variables such as criminal history, age, social environment, 
and consumption habits, and generates a risk score that influences key judicial decisions, such as the granting 
of parole. However, it has been heavily criticized for reproducing and amplifying racial and socioeconomic 
biases, as many of its variables are correlated with membership in historically marginalized groups (Angwin, 
et al., 2016).
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by (Angwin et al., 2016), based on more than 7,000 cases in Florida courts, revealed 
that the system generated structural biases: only 20% of those classified as “high risk” 
subsequently committed violent crimes, and individuals of African descent were nearly 
twice as likely to be misclassified as repeat offenders compared to white individuals. 
These biases were not merely statistical but translated into concrete legal consequences, 
as exemplified in the case of Glen Rodriguez, who was denied parole due to an incorrect 
automated rating (Wexler, 2017).7

As Mark Coeckelbergh points out, AI not only reproduces historical inequalities 
but can also amplify them on a structural scale. A paradigmatic example in the judicial 
context is COMPAS, an algorithm used to assess recidivism risk, which generates 
false positives that disproportionately affect racialized populations. Such algorithmic 
bias poses critical challenges for courts, undermining fairness, due process, and the 
protection of fundamental rights. Added to this are facial recognition systems used in 
criminal investigations, which can identify individuals without consent, violating privacy 
and personal integrity. Cases like Microsoft’s Tay chatbot (BBC, 2016) illustrate how 
AI systems can rapidly amplify social biases, highlighting the urgent need for secure 
regulatory frameworks, human oversight, and ethical-legal criteria to guide judicial use 
of AI (Coeckelbergh, 2021, pp. 18–19).

Beyond these examples, evidence demonstrates that AI not only reproduces but 
structurally amplifies inequalities. As Coeckelbergh warns, the apparent objectivity of 
data conceals historical biases embedded in institutional practices, rendering AI an opaque 
reflection of entrenched injustices (Coeckelbergh, 2021, pp. 18-19). This paradox compels 
a critical examination of the purported neutrality of algorithms and underscores the need 
to strengthen ethical oversight of their use in the judicial sphere. Rather than ensuring 
impartiality, these systems may reinforce discriminatory patterns and violate fundamental 
rights, such as the presumption of innocence and the right to a fair trial (Muñoz Rodríguez, 
2020, pp. 702-705).

To address this problem, it is essential to preserve “meaningful human intervention” 
that prevents the uncritical delegation of judicial decision-making to opaque algorithms. 
This principle positions Judge Hermes at the core of the algorithmic era: an active 
guarantor of constitutional oversight over technologies that, under the guise of neutrality, 
may perpetuate structural injustices. Consequently, the judicial function is redefined as 
a hermeneutic and ethically grounded exercise, vigilant in the face of the risks posed by 
automation. As Dworkin (2000, pp. 13-15, 157) argues, even in “difficult cases,” the judge 
does not decide on the basis of discretion, but rather through interpretations consistent 
with constitutional principles, thereby humanizing the law and safeguarding human 
dignity even within a transformed technological context.

Contemporary law is dynamic and constantly evolving, which renders automated 
systems vulnerable to operating with outdated or decontextualized information. While 

7 See: UNESCO (2023), Kit de herramientas global sobre IA y el Estado de derecho para el poder judicial, 
p.104.
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earlier AI systems reduced legal reasoning to rigidly formalized syllogistic schemes, the 
emergence of large language models (LLMs) introduces more flexible and context-sensitive 
capabilities, such as generating legal arguments, summarizing case law, and suggesting 
interpretive reasoning. Nevertheless, LLMs still face critical limitations, including opacity, 
potential bias, and challenges in accountability, meaning that human judicial oversight 
remains essential to ensure fairness, interpretive rigor, and respect for fundamental rights. 
Although judges employ deductive schemes, the selection of inferential rules and the 
evaluation of principles necessitate ethical deliberation that cannot be replicated by any 
algorithm. In this context, the model of Judge Hermes assumes particular significance, as 
it embodies the need for critical and contextual human judgment that AI cannot substitute, 
given its lack of social sensitivity, ethical discernment, and integrative capacity—
dimensions that constitute the very essence of justice in complex societies (Martínez 
Bahena, 2012, pp. 836-837). While AI can help systematize information and streamline 
processes, it cannot replace the judicial function as an interpretive and humanizing act. 
Ultimately, reducing the law to computational efficiency ignores its ethical and reflective 
dimension (Velázquez Fernández, 2019, pp. 239-241). The judge’s role is not merely to 
apply rules mechanically; it is primarily to ensure that fundamental rights and human 
dignity are protected in contexts where automated systems and algorithms influence 
judicial decision-making.

In this regard, it is essential to highlight the structural limitations of algorithmic 
adjudication. A “robot judge” does not seek a fair decision, but rather an accurate one, 
based on the automated application of normative sources through predefined procedures. 
This logic recalls the paradigm of the automaton judge in classical formalism, where 
judicial activity was reduced to the syllogistic application of the law, disregarding 
context and the values at stake. A return to this mode would effectively strip the law 
of its ethical and argumentative content, reducing it to a mere computational operation 
(Solar Cayón, 2019, cited in Tirso & Sánchez, 2025, p. 333). While AI can be applied to 
quantitative tasks, such as the settlement of convictions or enforcement proceedings, its 
design is inadequate for disputes that require qualitative interpretation and the weighing 
of principles. In these scenarios, the Hermes judge reaffirms their role as an irreplaceable 
hermeneutic guarantor, tasked with safeguarding the dialogical, ethical, and pluralistic 
character of justice in societies transformed by digitalization. In this new legal construct, 
Judge Hermes advocates a hermeneutic approach that does not strictly follow the original 
intention of the legislature, but rather takes into account pluralistic narratives and 
transdisciplinary knowledge in the context of the increasing hybridization of the judiciary, 
in which algorithms not only support lawyers in their decision-making, but increasingly 
replace them (Barona Vilar, 2024, pp. 83-84). Given the danger that the judiciary will 
become technologized and function as a self-referential and hermetic mechanism, Judge 
Hermes has the task of formulating interpretations that preserve the central importance 
of human rights. His mission is to ensure that fundamental principles such as dignity, 
privacy, and non-discrimination are not subordinated to the algorithmic logic of automated 
systems, which tend to function like “black boxes.”

In the context of a risk society marked by structural uncertainty, Judge Hermes 
plays an essential role as the guarantor of fundamental rights in the face of judicial 
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automation. The figure of the robot judge, conceived by Gómez Colomer as a machine 
that issues judgments by applying algorithms to specific facts, excludes key dimensions 
of human judgment, such as ethical, ideological, and emotional considerations. As Miraut 
states, the judicial function is not limited to the mechanical application of positive law, but 
includes subjective elements that cannot be translated into algorithmic formulas (Miraut 
Martín, 2023, cited in Tirso & Sánchez, 2025, p. 333).

A recent working paper by Posner and Saran (2025) comparing GPT-4o with 
experienced judges in a simulated judicial setting finds that GPT-4o adheres closely to 
legal precedent and is unaffected by factors such as defendant sympathy, whereas human 
judges in the original experiment displayed sensitivity to such extra-legal influences. 
This highlights a fundamental difference in decision-making styles and underscores the 
limitations of relying solely on AI for judicial reasoning. Even when instructed to consider 
contextual elements, AI responds with formalistic logic. This tension demonstrates that, 
although AI provides efficiency and regulatory consistency, as in the Catalan pilot project 
to draft simple commercial judgments, it lacks the ability to integrate moral judgments 
and axiological assessments (Morell, 2025).8 This is not a matter of defending emotional 
decision-making, but rather of reaffirming that justice is a situated hermeneutic practice. 
Judge Hermes interprets, weighs, and contextualizes from the perspective of human rights 
and human dignity, preserving the deliberative and humanistic nature of law in the face of 
the technical rationality of automated systems.

This methodological contrast poses a crucial ethical and legal dilemma, particularly 
concerning so-called neuro-rights and the imperative of preserving meaningful human 
intervention in highly technological environments (Yuste el al., 2021, pp. 154-164; De 
Asís Roig, 2022, p. 63, cited in Tirso & Sánchez, 2025, p. 333). Although AI has been 
promoted as a solution to the inefficiency of many judicial systems, the deployment of 
large language models (LLMs) in decision-support roles raises significant structural risks. 
Unlike rigid algorithms, LLMs can generate legal reasoning and text, which introduces 
new challenges for accountability, transparency, and the protection of fundamental rights. 
AI should be conceived as a tool to aid judicial reasoning, but never as a substitute for 
ethical and deliberative judgment. As Battelli points out, the real challenge is not only to 
streamline processes, but also to ensure that justice retains its hermeneutic, ethical, and 
deeply human character (Battelli, 2021, cited in Tirso & Sánchez, 2025, p. 333).

Indeed, while traditional AI replicates rational faculties such as calculation, 
deduction, and classification, large language models (LLMs) extend these capacities 
by simulating aspects of human-like reasoning in language, generating arguments, 
summarizing case law, and contextualizing information. Nevertheless, they remain 
fundamentally different from genuine human understanding. In the legal sphere, this 
distinction is crucial: judgment requires interpretation, deliberation, and sensitivity 
to context (Velázquez Fernández, 2019, pp. 249-252). For this reason, Judge Hermes 

8 For a more technical analysis of the study, see Posner and Saran (2025), Judge AI: Assessing Large 
Language Models in Judicial Decision-Making.
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cannot be replaced without undermining the axiological foundations of law. His role 
as guarantor of deliberative, situated justice goes beyond the mechanical application of 
preprogrammed rules, reconstructing the meaning of law based on case complexity and the 
primacy of human dignity. Even if a machine passed the Turing test, it would not possess 
consciousness or moral judgment. Justice, understood as a situated hermeneutic practice, 
cannot be reduced to artificially intelligent simulations (Elena Ortega, 2019, pp. 90-91). 
Judge Hermes thus not only interprets rules but also resists delegating law’s interpretation 
to entities that, while efficient, lack ethical sensibility.

To gauge the scale of the problem, consider that each algorithmic decision operates 
like a mathematical formula that produces a technically correct result, but one that is 
indifferent to whom it affects or in what context it is applied. The law, however, cannot 
function in this way: it is not enough to obtain an answer; it is necessary to understand 
the values at stake and the people involved in each case. Hence, before blindly trusting 
the technical accuracy of an algorithm, it is essential to ask who reviews that decision 
and who ensures that it does not violate human rights. These questions lead to a central 
conclusion: every automated decision in the judicial sphere requires human validation 
and control. Consequently, the principle of “human in the loop”9 must be reinforced, 
understood as a strategy of epistemic verification and ethical assurance against the risks 
of unsupervised automation. This approach implies that humans actively participate in 
different stages of the design, implementation, and use of AI systems, especially in the 
validation of the knowledge they produce (Rojas-Contreras et al., 2025, pp. 1-3). In the 
judicial sphere, this means that judges should not be replaced by technical efficiency, but 
rather that any recommendation generated by AI should be reviewed, contextualized, and 
checked against constitutional principles by trained legal practitioners (UNESCO, 2023, 
pp. 43-45)10. This reflection not only warns of the risks of judicial automation, but also 
offers a normative horizon for rethinking justice as a human-centered, deliberative, and 
ethically grounded practice in the digital age.

Furthermore, AI is still far from replicating the complexity of human judgment 
in social, legal, and emotional contexts. While algorithms outperform humans in specific 
pattern recognition and optimization tasks, they lack an understanding of the social 
environment and the subjective dimension that accompanies each case. This gap is 
especially critical in the judicial sphere, as data never tells the whole story and decisions 
involve values, emotions, and contextual justice. AI can serve as a predictive tool, but 
it should not replace the judgment of legal professionals or assume responsibility for 
making final decisions that affect fundamental rights. Therefore, it is necessary to move 
toward dynamic interpretive formulas, based on functional, contextual, and axiological 
criteria, that allow judges to adapt the meaning of the law to technological challenges. 

9 The Human-in-the-Loop (HITL) approach is a fundamental principle in the design and responsible use 
of artificial intelligence systems. It refers to the active intervention of humans at a critical stage of the 
automated process, whether in training, supervision, validation, or decision-making.
10 See: Stankovich (2022), who emphasizes the importance of ethical impact assessments and public 
certification of algorithms, tools also advocated by UNESCO as essential mechanisms to ensure that AI 
deployment respects the rule of law and human rights.
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Only then will they be able to evaluate the reasonableness of each decision from a complex 
perspective and, above all, one centered on human rights.

Based on the discussion above, the greatest ethical challenge lies in ensuring that 
AI truly assists human judgment rather than replaces it. In the context of large language 
models (LLMs), assistance may include generating legal arguments, summarizing 
case law, identifying relevant precedents, or highlighting potential inconsistencies in 
reasoning. While LLMs can enhance human decision-making and mitigate cognitive 
biases or information overload, they do not possess moral understanding or the ability 
to weigh values in context. That responsibility remains with critical human agents such 
as judges, authorities, educators, and researchers who serve as epistemic and ethical 
guarantors in technologically mediated decision-making. The digital era offers powerful 
tools that evolve rapidly, but it is essential to ensure that human perspective, deliberation, 
and ethical judgment remain central to the administration of justice.

AI can be a powerful ally in education, research, and justice, particularly through 
tools like large language models that assist in reasoning, summarizing information, and 
identifying relevant precedents. However, it will never replace the deep understanding, 
ethical judgment, and human sensitivity that only we can provide. Therefore, the real 
challenge is not merely technical, but ethical: ensuring that technology serves people, 
respects their dignity, and protects their rights. Only in this way can we build a future 
in which knowledge is not only automated, efficient, or innovative, but also equitable, 
inclusive, and responsible; a future in which technology supports critical thinking while 
human presence and judgment remain central. In this sense, the principle of keeping the 
human in the loop is indispensable: human beings must never be removed from decision-
making, as their critical judgment and ethical responsibility are the only guarantees that 
technological development will remain at the service of justice and human rights.
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